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ABSTRACT

The objective of this study is to test the conseésualevel of Value-at-Risk (VaR) models that amegrated with
several volatility representations in estimating tharket risk for the Malaysian stock market. Byplging to the non-
financial sectors data, the expected maximum loaséesconservatism degree were quantified for VaRletsoat 95%
confidence level. In summary, this study indicdtest consideration of volatility modelling is imgant when deciding the

appropriate VaR models in managing market risk.
KEYWORDS: Value-At-Risk, Volatility Modelling
INTRODUCTION

Value-at-Risk (VaR) summarizes the worst expedbsd that an institution could suffer over a targetizon
under normal market conditions at a given confiéetavel (Dowd, 2005; Jorion, 2006). Since the idirction of the
simplest VaR models, a range of approaches to leédcWaR has expanded from two important perspestimumber and
complexity. Many techniques of VaR have been depedoby many researchers in an attempt to minimile The
traditional ones are the Risk Metrics variance-cavece method (VCV), historical simulation (HS) andn-volatility
based Monte Carlo simulation (MCS).

Despite the widespread use of VaR to evaluate afsgortfolio, the traditional VaR approaches haewesal
shortcomings, most noticeably when VaR modellinggagsy much influenced by main sources of bias; keails and
volatility clustering. However, the extent to whitie VaR behaviours are affected by these circumstis not known.
Heavy-tailed circumstances as cited by Bali andi€€4R004) and Cotter (2004) will happen more freqtly than would
be predicted by the normal distribution (sometimaferred to as the Gaussian distribution). Theskoas highlighted that
although investors understand that a portfolio casiy of log-normal assets cannot itself be logrmal, they ignore this
complication because assuming otherwise would $iynghR estimation. However, maintaining a normakissumption
and failure to account for any financial time sgii@perfection will undoubtedly lead to underestimg or overestimating
VaR (Danielson & de Vries, 1997; Kritzman & Ris@902; Mohamed, 2005).

In addition, as noted by Danielson (2002) it hasrbeidely agreed that VaR models should be usetiocasly by
means of integrating several backtesting proceddieis approach is essential because it can, rigtquantify which is
the best model, it can also help to determine tieservatism level of a chosen VaR methodology. Aangle from
Christoffersen (2003) shows that daily historicadRé plus the profits and losses exhibit a stromgleecy for VaR

violations (i.e. losses larger than the true VaiRptecur on adjacent days. This clustering of Va®ations is a sign of
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serious model misspecification. Thus observationsstnbe complemented with a rigorous conditional kbesting
approach.

In line with the above statements, this study isied out with the intention to compare the perfances of VaR
models from the perspective of conservatism lewgddrticular for the non-financial sectors in thalbysian market. The
flow of the paper covers section 2 which provides literature review of the study. Section 3 désgithe dataset and
methodology of the study which include the techinaggproaches used to test the conservatism of ttdeinSection 4

highlights the results and finally section 5, oa ftummary of the study’s findings as well as litntas.
LITERATURE REVIEW

The study of VaR has been experiencing rapid d@veént since its formal introduction to market sdey Risk
Metrics in 1994. The main reason underlying thismess is the growing concern of risk among maoéstcipants and
financial institutions. The diverse estimation teicjues of VaR to represent an adequate differémtiagnalysis are the
focal point of attempts to assist financial risknagement practices. Thus, many techniques of VaR haen developed
by many researchers in an attempt to minimize fi$lese include the variance-covariance methodoristi simulation

and Monte Carlo simulation.

The reasoning behind the application of VaR torfmal risk is highlighted by several studies; amantiers,
Alexander (1998), Dowd (2005), JP Morgan (1996) &Radhl and Esseghaier (2000). Collectively, theiim@oncerns
were to measure and manage the market risk withitaio parameters and selected conditions. Uri2004) report that
the most important strength of VaR is its abiliyatggregate several market risk sources into oaatijative measure of a
portfolio’s potential value change. This single manis able to explain specifically the probabilitffadverse movement
and a firm’s exposure to downside market risk. kinlbeta estimation, standard deviation, duratiosuoplus ratio, VaR is
measured in monetary value (Panning, 2001). And #veugh VaR may not be used directly as a predeiisk measure,
Dowd (2005) adds that estimating these quantilelman important input to alternative risk measstgh as coherent

and other risk measures based on weighted avefagmotile.
Back Testing

The term backtesting is also referred to as ‘fim@misk model evaluation’ (Christoffersen, 200Backtesting is
used to investigate the performance of various Wa#hods with respect to specific parameters. ¢inis of the required
procedures made compulsory by regulators to beedaaut by financial institutions. As reflected Treker and Akcay
(2004), this procedure helps to test and comparetiality of alternative VaR estimation approackesearlier study by
de Raaji and Raunig (1998) who back tested theioakhip between underestimated VaR values andntithodology,
also reached similar intentions. They used VCV,a#8 MCS as models representing the methodologysyg the data
of an equally weighted portfolio of thirteen foreigxchanges, from 1986 to 1998, the backtestingteewere consistent
with earlier notions that methods which do not mporate excess kurtosis tend to underestimate ViiRraspect to the

specified confidence level.

Jorion (2002) agreed that backtesting is an impogaocedure to support VaR quantification. Hightigg five
models, namely the normal, student-t, HS, EWMA-Nalrand EWMA-HS for daily US market data rangingnfrd 980
until 2001, he showed that backtesting is essettifielp reduce a model's biasness which can acletenlow average

VaR. With the lowest bias, the best overall modehis study was the student-t model. Besides thate were also prior
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literatures that looked into the importance of aging backtesting practices and the length of.daih and Chien (2006)
and Lin, Chien and Chen (2005) for examples stre#isat model evaluation must accommodate VaR estm# the
data covers a long horizon. This is because théuatan result may explain the performance of reipe models

sufficiently under different market structures.

A comprehensive study conducted by Engel and GiZj399) have identified one of the important pextpve
that need to be highlighted when VaR evaluatioesmaade; level of conservatism. Among the main tiernto execute
this procedure, is to identify VaR model that isstosuited when used to measure risk exposures.r Tingiepth
observation of performance assessment which cdeensclasses of VaR models (namely, the VCV, HS, 3viand
extreme value), can be seen as a breakthrough #tadlyerifies conservatism test is crucial to supphe process of

determining the best VaR models.
Conservatism Test

Conservative models are those with relatively higk-estimate sizes. Among the studies that empbdstis
test are those done by Engel and Gizycki (1999%dBrand Hyde (2004), Lin et al. (2005) and Lin &iden (2006). The
study by Engel and Gizycki (1999) attempts to meagach model's relative size and variability adawg to both the
mean relative bias and root mean squared relatage Bhe study illustrates that although the norm&iture based MCS
requires higher computing power, it is more conatve than other VaR models. Bredin and Hyde (2G04)example
adopted similar methodology and found that the EWiMa#s more conservative compared to other selecédl fgrecasts
models namely the EQMA, Orthogonal GARCH (OGARCIHHY &1S. They concluded that the high underlying e@alof

VaR and the suitability of the method are the raador this outcome.

By applying an updating technique on HS for sevirdices data ranging from 1990 until 2001, Lirakt(2005)
revealed that considering volatility as an addiioparameter when selecting VaR model is critiddlis is because

deciding whether a model is statistically conseveatan be influenced by the estimated volatilityhe model.
Data and Methodology

The data sample covers the time series indicesvafrsnon-financial sectors traded in the first dazfrthe Bursa
Malaysia over the period 1993 until 2006. The némdstudy the non-financial sectors as indicatedSayders and
Manfredo (1999) is due to the fact that limitedds®ss on VaR are done from the perspectives of man€ial firms.
Besides that, the reason to examine sectorial bhetvaas indicated by Darrat and Mukerjee (1999)dsause differences
towards financial leverage activities and operaipnovide a sign that the risk level is differeased on the industry
classification. The non-financial industries arpresented by sectors of construction (CON), consyneduct (COP),
industrial products (INP), plantation (PLN), profies (PRP), trading and services (TAS), and miririgy).

The data set is then divided into two parts. Thet fpart, from 1993 until 2006, is used to estinthte volatility
parameters. This sample size is chosen becausavérs different economic conditions and includesplete data
information; appreciation, depreciation and unclehgalues. The second part, which covers the g until 2010, is
used for backtesting each estimated VaR models @uheldl, 2005; Pederzoli, 2006).
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VaR Theoretical Formula

According to Dowd (2005), given the degree of aerfice level, holding perioch and considering the return
seriesr., of a financial asset which denotes the portfolialtieat timet and the portfolio return at tintet h, VaR(h),

can be defined as the conditional quantile asidlo
Pr [run<VaRt(h)] =a (3.1)

Theoretically, VaR can be presented as:

VaR =Wao At (3.2)
whereW, is the portfolio value at time o is the standard deviation of the portfolio retand +/ At is the holding
period horizonlf) as a fraction of a year.

Volatility Modelling

The study is conducted based on two cases. frahormal distribution, the study will implementa groups of
conditional volatility models; the Risk Metrics Eoxpentially Weighted Moving Average (EWMA) and ther&ralized
Autoregressive Conditional Heteroscedasticity (GARCSecond, for t-distribution the study appliee ttARCH
(t-distribution) and the Exponential GARCH (EGARCipdel.

Risk Metrics EWMA

This model implies a first-order autoregressiveucttre that reflects the concept of volatility stiering.
A distinguishing feature of EWMA is that it placesre weight on more recent observations and lesghtven older
returns (Alexander, 1998). One main assumptiomisfrnodel is that the asset return mean is equadr besides treating
the forecast of volatility to be a weighted averafighe previous period’s forecast volatility atsl ¢urrent squared return.

The expected volatility at timeis illustrated as:
a".tZ = (1_/])2Ai—lxt_i (33)
i=0

Applying Risk Metrics and Engel and Gizycki (1998¢thodologies, the empirical analysis considers).94.
GARCH Normal-Distribution

To capture inadequate tail probability as portdayie Risk Metrics EWMA, this research extends the
quantification of VaR analysis by applying GARCH deb introduced by Bollerslev (1986). For the normf@ARCH

model, the assumption is thatis conditionally normally distributed with conditial varianc«éftz. The conditional

variance of a generic GARCH model depends on baggdd values of squared returns and lagged vojatititimates.
Bollerslev (1986) generalized Engle’s ARGp) model by adding thg autoregressive terms to the moving averages of

squared unexpected returns:
ol =w+a,El +..ra gl + POl ..+ .07 (3.4)
t 1%t-1 p=t-p 1~t-1 q-t-q )

where ®>0; dy, ...,0p Py, ..., g = 0. The simplest model is GARCH (1,1)pif g = 1, thus the estimator

Impact Factor (JCC): 1.8456 NAAS Rating.25



Malaysian Stock Market and Market Risk Models 15

o =wra gL+ ol (3.5)
where o > 0 anda, § > 0. Commonly, most researchers apply GARCH (1,1)lehalue to the fact that it is
relatively easier to estimate and more parsimorofiéBslev, 1986; Mat Nor, Yakob & Isa, 1999).

GARCH T-Distribution

From equation 3.5, the GARCH-t is then expressembraling to equation 3.6 for whicbu=vt,/ht where

1 ~ t(0,1p) is a student t-distribution with a mean equakévo, variance unity) degrees of freedom arig a scaling

factor that depends on the squared error ternmatttil (Alexander, 1998).

v+1 £2 -(v+1)/2
f(t|v):r(2j/ v -2 /F(v/2)(1+ J (3.6)

EGARCH

EGARCH is generated by taking the exponential fiemcbf conditional volatility (Nelson, 1991). Throh this

volatility log formulation, the impact of the lagyisquared residuals is exponential

Ino? =a +9(z_,)+ BInc2, (3.7)

9(z) = az, +A(a—ﬁ} (3.8)

Test of Conservatism

Where

The test is conducted to determine VaR models weitdtively high-risk estimates size (Engel & Gikyc1999).
The first measuring degree is the mean relative & secondly, the root mean squared relative[tgites also Hendricks
(1996)].

Mean Relative Bias (MRB)

GivenT is the time periods\ is the number of risk assessment models to beureshsthe MRB of modadl is

given by the following equation:

1 «VaR, -VaR — 1
MRB ==) —2——1 wherevaR = —5'VaR (3.9)
T 2 VaR RN le R

The larger the value of MRB, the more conservativeodel is.

Root Mean Squared Relative Bias (RMSRB)

RMSRB is an elaboration of the MRB measure (Hakdsi 1996). Similar to the standard deviation cphce
RMSRB measures the degree or risk measurementtidevfeom the mean VaR of all models. The equat®oomputed

as follows:
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—\ 2

T — N

RMSRB, = lz VaR, —VaR wherevar =+ >'VaR, (3.10)
T3 VaR N =

The larger the value of RMSRB, the larger will he tlegree of risk measurement deviation.

RESULTS
Volatility Model Summary

Table 1 displays the results of estimated futunatility or Utz for Risk Metrics EWMA model. A\ = 0.94, the

highest value is documented by the mining sectdr1@®) while the lowest estimation is given by tiantation sector
(0.0020). Similarly, the table also reports thegdiastic test for the model. It can be seen thatekalts confirm that these
models have approximately zero mean and unit vegiafihe sector series are also positively skeweanbpe for industrial

product and plantation. Besides that, excess kisrt@ still be observed in all series where tHaasare slightly higher

than 3, with the most extreme case being consunoelupts with 11.3492.

For GARCH(1,1) the overall results of parameteja andf are found to satisfy the condition>0 anda, > 0
(Panel A, Table 2). Precisely, the intercept teshis very small while the coefficient on the laggeohditional variance,
B is approximately 0.9. In each sector, the sunhefastimated coefficient of the variance equat{&us 6)a andp, which
is the persistence coefficient, is very close tityuriThis indicates shocks to the conditional vada will be highly

persistent.

Similar to GARCH(1,1y, the parameters for GARCH(1,Hre also found to satisfy the restriction tha and
a, B > 0. The coefficients on all three terms in the dbodal variance equation are found to be highlgtistically
significant for all series. In this case, valuesnérceptm are also very small, while tifeshows a high value between 0.8
and 0.9. The sum of coefficieatandp for all the non-financial sectors also illustratedues that are very close to one,

which portrays a high persistence level of voltili

Looking at EGARCH(1,1) all the conditional variance equation coefficentnclusive of the results of
asymmetry coefficient, are significantly different from zero. This supisathe existence of asymmetric impacts of returns

on conditional variance.
Back Testing Result: Conservatism Test

The idea of testing the conservatism level betweaegious models is to examine whether a model pregiigher
risk relative to other alternative models. The mooaservative is the model, the higher the riskngizks, 1996). Table

3 provides the output details.
Mean Relative Bias (MRB)

At the 95% confidence level, the MRB for each leé non-financial sectors tends to fall between06.and
0.006, indicating that there is slight differencetlhie magnitude of risk estimates across mostehibdels. Outstanding
exceptions are PRP (MG&EGARCH) and TAS (MC$GARCH) that produce larger MRB, while
COP (MCS+EGARCH) and TAS(MCS$+EGARCH) recorded MRB at lower values. On a sector-byesebasis,
starting from CON, the most conservative is MEESGARCH. A similar condition also applies to sector PRReTNP,
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PLN, TAS and TIN share a similar model; that is MESARCH, while for COP, on the other hand, all its models
produce low risk estimates. Nonetheless for COP SMEM, have the highest point compared with other altgrea
models. Overall for 95%, MGSGARCH, has the tendency to produce more conservativeessiknates in comparison
with other simulated models, even though in a aetase MCSFEGARCH portrays similar traits. These results suggest
that though t-distribution theoretically is appriape for handling any reasonable amount of fatdaksymmetric biases it,
however, is more conservative compared to a nodisalibution when making any prediction for an istraent’'s worst
loss. Generally, the outputs across the seven inandial sectors indicate that the t-distributiondals perform better

where the most variable result at 95% is produgedl8S integrated with GARCH
Root Mean Squared Relative Bias (RMSRB)

An extension to MRB as suggested by Hendricks §1L#9the RMSRB that captures the variability ahadel’s
risk estimates as well as the extent to which aetwa@verage differs systematically from all modeérages. From Table
3, it can be observed that the RMSRB of 95% fadisvieen 0.01 and 0.025. Of all the four VaR models, models under
t-distribution (MCS+GARCH and MCS+EGARCH) demonstrate a more conservative position. This igccordance
with earlier findings of MRB (Bredin & Hyde, 200Engel & Gizycki, 1999).

CONCLUSIONS

The main conclusion is that the selection of datlé model to compute and forecast VaR is vergiatuThe
empirical results showed that the GARCH-based nsdet the most conservative model at 95% levebafidence of
MRB and RMSRB (Table 3). This study indicates ttt& VaR has higher values when it is calculatechqudCS
simulated with GARCH-based than MCS simulated wRisk Metrics EWMA. Thus, higher MRB and RMSRB are
obtained. Following the statistical evaluation meas, these models have higher tendency to vagndrthe all-models
average. The relative conservatism of these maslelsry much dependent on the composition of thR Values of each
non-financial sector traded within the equity marfengel & Gizycki, 1999; Pederzoli, 2006). Thesalings however are
not in line with the study of Bredin and Hyde (29@4ho stipulated that the Risk Metrics EWMA modasifg Irish
FOREX trading data) has a higher degree of conssmaompares to the GARCH-based models.

This study is not without any limitations. Firstijpe statistical distribution assumed is limitecbtdy normal and
student-t distributions. Future study can be mavbust if distribution classes like Frechet, Weibalhid Gumbel
distribution were included to handle more extreroaditions. This study also focuses on two typesadétility models
namely; GARCH(1,1) and EGARCH(1,1). The underlyiegisons are either to capture inadequate tail piitlyaor to
reduce the volatility asymmetric effect, besidesniglating the non-negativity constraints of a lésHficient’ model.
However, there are also circumstances like leveedfget and jump-dynamics that could be considelreghort, adopting
backtesting such as conservatism test helps miaimiadel risk which makes it possible to increasedtficiency of the
financial risk management process. Furthermore,shidy indicates that consideration of volatititgdelling is important

when deciding the appropriate VaR models in manpgiarket risk.
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Table 1: Estimation and Diagnostic Tests Results d&tisk Metrics EWMA

Mean of Variance of
A = 0.94| Conditional Volatility | Conditional Volatility | volatility Skewness | Volatility Kurtosis
E(,ull 01) E(u/ o,)
CON | 0.0056 (0092(3);15?)2* 0.9743 0.2671 5.6283
COP | 0.0032 (883973) 0.9974 0.3088 11.3493
INP | 0.0022 (1?86%%2)?** 1.0094 -0.1140 3.9916
PLN 0.0020 (8&929551) 0.9999 -0.0649 3.5749
PRP | 0.0024 (883'565') 0.9915 0.1466 6.0462
TAS | 0.0027 (0%825)5** 0.9851 0.2503 3.7159
TIN 0.0199 (gg;e?g) 0.9915 0.8555 5.6140

Notes: 1. Standard errors are in parentheses.

2. *, ** and *** denote significae at 10%, 5% and 1% levels.

3A, represents the decay factor.
Table 2: Estimation Results of GARCH-Based Model
Panel A: GARCH(1,1)

www.iaset.us

() ay B1 a+p
4.64E-06 | 0.0900 0.9017

CON | (1 79E-06)* | (0.0142)+ | (0.0146) | 0-9917
6.19E07 | 0.0691 0.9305

COP | (117E-06) | (0.0223) | (0.0332)=++ | 0-999
231E06 | 0.1154 0.8645

INP 1 (7 68E-07) | (0.0191)* | (0.0153y~ | 09799
281E-06 | 0.1431 0.8542

PLN | (9.04E-07y=* | (0.0197)* | (0.0195) | 09973

orp | 395606 | 0.1400 0.8495 0.9895
(1.10E-06)*** | (0.0258)** | (0.0204)***
164E06 | 0.0969 0.9031

TAS | (7 50E-07y* | (0.0146)* | (0.0149y+ | 0-9998
148E05 | 0.1296 0.8670

TIN' 1 (4.89E-06)* | (0.0164)** | (0.0169) | ©-9966

Panel B: GARCH(1,1)
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(0.0659)*+*

(0.0408)*+*

(0.0078)*+

(Q) oy Bs a+p
con | BB55E-06 | 01507 0.8442 0.9949
(1.90E-06)*** | (0.0245)** | (0.0148)"*
1.28E-06 | 0.1005 0.8892
COP | 3 24E-07)** | (0.0131)* | (0.0000)= | 0-9897
277E-06 | 0.1188 0.8674
INP | (6.78E-07) | (0.0177) | (0.0126y | 09862
367E-06 | 0.1611 0.8317
PLN | g.51E-07y* | (0.0261)* | (0.0151) | 0998
4.02E-06 | 0.1626 0.8292
PRP |5 95E-07)* | (0.0115)* | (0.0101) | 09918
333E-06 | 0.1188 0.8790
TAS | (8.15E-07)* | (0.0152)+ | (0.0119)= | 0-9978
2.18E-05 | 01798 0.8072
TN | (5 60E-06)* | (0.0354)* | (0.0158)= | 0-9870
Panel C: EGARCH(L,1)
® (o 01 B1 )
con | 04141 0.2839 09721 | -0.0805
(0.0537)* | (0.0289)** | (0.0056)*** | (0.0157)***
cop | 02495 0.1886 0.9874 | -0.0397
(0.0362)* | (0.0192)** | (0.0034)*** | (0.0104)***
NP -0.3306 0.2362 0.9810 | -0.1056
(0.0460)* | (0.0239)** | (0.0043)*** | (0.0337)***
N 20.400 0.3038 0.9775 | -0.0461
(0.0513)* | (0.0287)** | (0.0049)*** | (0.0148)**
orp | 04465 0.3411 0.9745 | -0.0353
(0.0532)** | (0.0291)** | (0.0054)*** | (0.0148)**
as | 02639 0.1982 0.9856 | -0.0600
(0.0368)** | (0.0210)** | (0.0035)*** | (0.0115)***
. 205197 0.3795 0.9597 | -0.0610

(0.0212)*+

Notes:

1. Standard errors are in parentheses.

2.*, ** and *** denote significance at 10%, 5% atélt levels.

3.0 is the constant in the conditional variance equmstia refers to the lagged squared erfor,
coefficient refers to the lagged conditional vacemand coefficient is the EGARCH asymmetric term.

Table 3: Conservatism Test - Forecasting PerformamcSummary for Different VaR Models at 95%
Confidence Level

MRB | RMSRB

CON | MC1+RMy 0.0038 | 0.0123
MC,+GARCHy | 0.0029| 0.0128
MC,+GARCH | -0.0031| 0.0164
MC,+EGARCH | 0.0048| 0.0165
COP | MC1+RMy -0.0001| 0.0169
MC,+GARCHy | -0.0006| 0.0169
MC,+GARCH | -0.0024| 0.0221
MC,+EGARCH | -0.0069| 0.0217

INP | MC;+RMy -0.0018| 0.0156
MC,+GARCHy | -0.0047| 0.0170
MC,+GARCH 0.0037 | 0.0225
MC,+EGARCH | 0.0023| 0.0216

PLN | MC,;+RMy -0.0038| 0.0175
MC,+GARCHy | -0.0032| 0.0169

Impact Factor (JCC): 1.8456 NAAS Rating.25
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MC;+GARCH | 0.0041| 0.0216
MC;+EGARCH | 0.0004 | 0.0224
PRP | MC,;+RMy 0.0041| 0.0165
MC;+GARCHy | 0.0016 | 0.0164
MC;+GARCH | -0.0036| 0.0218
MC;+EGARCH | 0.0068 | 0.0215
TAS | MC;+RMy 0.0022 | 0.0166
MC;+GARCHy | 0.0026 | 0.0166
MC;+GARCH | 0.0068 | 0.0232
MC;+EGARCH | -0.0059| 0.0218
TIN | MC;+RMy 0.0012| 0.0167
MC;+GARCHy | -0.0009| 0.0171
MC;+GARCH | 0.0038 | 0.0224
MC;+EGARCH | -0.0051| 0.0220
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